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Abstract—Despite the promising preliminary results, existing
graph convolutional network (GCN) based multi-view learning
methods directly use the graph structure as view descriptor,
which may inhibit the ability of multi-view learning for mul-
timedia data. The major reason is that, in real multimedia
applications, the graph structure may contain outliers. Moreover,
they fail to take advantage of the information embedded in the
inaccurate clustering labels obtained from their proposed meth-
ods, resulting in inferior clustering results. These observations
motivate us to study whether there is a better alternative GCN
based framework for multi-view clustering. To this end, in this
paper, we propose an end-to-end self-supervised graph convolu-
tional network for multi-view clustering (SGCMC). Specifically,
SGCMC constructs a new view descriptor for graph-structured
data by mapping the raw node content into the complex space via
Euler transformation, which not only suppresses outliers but also
reveals non-linear patterns embedded in data. Meanwhile, the
proposed SGCMC uses the clustering labels to guide the learning
of the latent representation and coefficient matrix, and the latter
in turn is used to conduct the subsequent node clustering. By this
way, clustering and representation learning are seamlessly con-
nected, with the aim to achieve better clustering results. Extensive
experiments indicate that the proposed SGCMC outperforms the
state-of-the-art methods.

Index Terms—Node clustering; graph representation learning;
multi-view learning; subspace clustering; self-supervision.

I. INTRODUCTION

W ITH the development of social networking, multimedia
data has become an important data resource in the

domain of artificial intelligence [1]–[4]. Graph-structured data
plays a significant role in multimedia social network data anal-
ysis. Owing to its superiority in processing graph-structured
data, Graph Convolutional Network (GCN) [5] has been
widely applied in various data mining tasks, such as action
recognition [6], pose estimation [7], spammer detection [8],
text classification [9], and node clustering [10]. We herein
center on node clustering that is one of the most representative
GCN based applications.
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Clustering targets at dividing a group of unlabeled data into
several disjoint clusters, such that the data in the same cluster
have high correlation to each other [11], [12]. One of the most
representative node clustering methods is graph auto-encoder
(GAE) [13], which well characterizes the graph-structured data
via encoding both the graph structure and node content, and
finally obtains an interpretable latent representation for node
clustering. As a variant of GAE, Pan et al. [14] proposed
the adversarial regularized graph auto-encoder (ARGAE) by
joint the adversarial learning. To learn a more robust node
representation, Veličković et al. [15] took into account the
importance of the neighbor nodes of the target node, and pro-
posed the graph attention network (GAT). Similarly, Wang et
al. [16] proposed the deep attentional embedded graph cluster-
ing approach (DAEGC). Despite the good performance, GAE,
ARGAE, and DAEGC only reconstruct the graph structure
via the inner product decoder. Therefore, the decoder cannot
be learnable, resulting in degrading the capability of graph
embedding. To this end, Salehi et al. [17] proposed graph
attention auto-encoder (GATE) to simultaneously reconstruct
the graph structure and node content, which makes the latent
representation well preserve the graph structure as well as
content information of nodes.

Numerous studies have shown that multi-view descriptors
can provide complementary information embedded in multiple
views [18]–[20], which is helpful for clustering. Motivated by
this, Li et al. [21] proposed the co-training GCN (Co-GCN)
with semi-supervised setting. When handling graph-structured
data, Co-GCN first treats node content and graph structure as
different view descriptors and constructs the nearest-neighbor
graph for each view separately. Then, it trains a graph encoder
for each view to obtain the common representation for the
downstream task via aggregating the latent representation form
each view.

Although the Co-GCN provides a new solution for multi-
view learning and achieves impressive results, it still has the
following shortcomings:

1) When dealing with graph-structured data, it directly
utilizes the graph structure as view descriptor, which
may inhibit the ability of multi-view learning. In real
applications, the outliers may be embedded in the graph
structure. In general, different views can be represented
by different descriptors of samples in multi-view learn-
ing [22]–[25], e.g., Gabor feature, scale-invariant fea-
ture transform (SIFT) feature [26], local binary pattern
(LBP) feature [27], GIST feature [28]. However, these
descriptors are suitable for data with Euclidean structure,
e.g., face image, handwritten digit, object, and scene. For
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data with non-Euclidean structure, e.g., graph structured
data form citation networks, how to effectively construct
view descriptors is the key to improving the clustering
performance.

2) It neglects the useful information embedded in the
inaccurate clustering labels. Although the clustering
labels of some nodes are inaccurate, the partial accurate
label is useful. However, to the best of our knowledge,
similar investigations for multi-view graph-structured
data clustering have been found lacking so far, which
is one of the motivations behind this work.

Inspired by above insight analysis and the fact that kernel
trick can capture the nonlinear features [29], [30], we pro-
pose a novel multi-view subspace clustering method, named
self-supervised graph convolutional network for multi-view
clustering (SGCMC). SGCMC constructs view descriptor for
the graph-structured data by mapping the raw node content
into a complex space via Euler transformation, which not
only suppresses outliers but also reveals non-linear patterns
embedded in data. Afterwards, the proposed SGCMC consists
of two steps. The first step aims to learn the latent repre-
sentation of each view and the coefficient matrix shared by
different views, which is conducted to map the inputs of
different views into a latent space in the forward pathway
of SGCMC. The second step implements nodes clustering
and uses the inaccurate clustering labels to guide the learning
of the latent representation and the coefficient matrix. With
such a strategy, even no ground-truth is provided, SGCMC
can still be trained in an end-to-end pipeline. Meanwhile, as
shown in our experiments, such a manner will lead to a better
coefficient matrix and the superior clustering performance. In
short summary, the major contributions of this paper are as
follows:

1) By utilizing the inaccurate clustering label, we present a
novel multi-view self-supervised clustering framework.
To the best of our knowledge, this could be the first
multi-view self-supervised graph convolutional cluster-
ing network. Hence, we assume that this paper could
provide a novel insight toward multi-view GCN based
unsupervised learning.

2) Our method uses the features extracted by Euler trans-
form as a new view descriptor, different from the general
method which employs graph structure as view descrip-
tor, Euler transform maps the raw node content into an
explicit space which has the same dimension as the raw
node content. As a result, our method can be easily
implemented in real applications. This helps to further
study GCN based multi-view learning.

3) Experimental results over the four benchmark datasets
indicate that SGCMC outperforms the state-of-the-art
methods.

Notations. For convenience, we first introduce the notations
used throughout the paper. We use bold upper case letters for
matrices, e.g., Z, bold lower case letters for vectors, e.g., z,
and upper case letters such as Zij for the entries of Z. The

Frobenius norm of Z ∈ RN×d is ‖Z‖F =
√∑N

p=1

∑d
q=1 Z

2
pq .

II. RELATED WORKS

As our proposed SGCMC is related to graph embedding
learning and multi-view clustering. Hence, we review the liter-
ature on graph embedding learning and multi-view clustering.

A. Graph Embedding Learning

Graph embedding aims at learning a low-dimensional node
representation while preserving both the content information
and topology structure of the node. The past decade saw an
upsurge of graph embedding methods which can be roughly
grouped into two main categories according to the input infor-
mation, i.e., topological structure embedding (TSE) methods
and content enhanced graph embedding (CEGE) methods. A
comprehensive survey of recent graph representation learning
methods can be found in [31], [32].

TSE methods only take the topological structure as input,
and map it to learn low-dimensional node representation. For
example, Perozzi et al. [33] presented the truncated random
walk algorithm (DeepWalk) to learn node representation, in
which the raw graph structure information was transformed
into collections of linear sequences. Different from generating
linear sequences [33], Cao et al. [34] presented deep neural
networks for learning graph representations (DNGR), in which
a random surfing model was proposed to exploit the topologi-
cal structural information directly. Instead of embedding each
individual node, Cavallari et al. [35] integrated community
embedding, community detection and node embedding into a
closed-loop, and proposed community embedding framework
(ComE), which is beneficial to community-level applications,
e.g., graph visualization. To handle the unknown number of
communities issue, Cavallari et al. [36] proposed to learn
both finite and infinite communities embedding on graphs
(ComE+). Although the aforementioned methods achieve im-
pressive results, they only take graph structure into account,
which limits their performances. To explore the graph structure
with additional node content information, CEGE methods
become a hot topic in the graph embedding learning.

CEGE methods simultaneously encode the graph structure
and node content into a common space to obtain the node rep-
resentation. For example, Yang et al. [37] extended DeepWalk
model and proposed Text-Associated DeepWalk (TADW) to
exploit node content features. Aiming at learning high-level
representation from input graph structure and node content,
GCN has obtained impressive performances in scenarios of
supervised and semi-supervised learning [6], [21], [38] due to
the rapidly developing computational resources, e.g., graphics
processing units (GPUs) [39]. In contrast, less attention has
been paid to unsupervised node clustering tasks [40]–[42].
Recently, some works [10], [13]–[17] have devoted to GCN
based node clustering, and shown promising clustering results.
Studies have shown multi-view data [43] is helpful to boost
the clustering performance. However, all the aforementioned
methods only exploit single-view graph structure and node
content, resulting in suboptimal results.

Unlike the aforementioned graph embedding approaches,
the proposed SGCMC leverages the Euler representation to
construct a new node content descriptor and then learns a set of

Authorized licensed use limited to: XIDIAN UNIVERSITY. Downloaded on March 12,2022 at 08:38:05 UTC from IEEE Xplore.  Restrictions apply. 



1520-9210 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMM.2021.3094296, IEEE
Transactions on Multimedia

IEEE TRANSACTIONS ON MULTIMEDIA 3

Graph

View 1

View 2

Multi-view Shared Graph 
Attention Encoder

…

…

(1)X

A

(2)F

(1)F

Latent 
Representation

(1) (1)=F F C

(2) (2)=F F C

Self-expression 
Coefficient Matrix

Clustering

C

L



(1)
Y



(2)
Y

Multi-view Shared Graph 
Attention Decoder

(1)F C

(2)F C



(2)
A



(1)
A

Self-supervised

Self-supervised Subspace Clustering Networks

Self-supervised Module

Self-supervised Module

(2)X

Weights 
sharing

Weights 
sharing



(1)
X



(2)
X

Reconstructed
Attribute and Graph

Fig. 1. The overall framework of our proposed SGCMC.

multi-view graph auto-encoder to map the input node content
and graph structure into another space. Finally, SGCMC uses
the coefficient matrix of nodes in the new latent space to
calculate the affinity matrix for clustering.

B. Multi-view Clustering

In recent years, a large number of multi-view clustering
methods have been devoted to learning a high quality latent
representation or affinity matrix shared by different views [19],
[20], [22]–[25], [44], [45], among which deep multi-view
clustering approaches are widely concerned [41], [46]–[48] by
researchers due to the outstanding representative capacity and
fast inference speed of deep learning. For example, Andrew
et al. [46] proposed a new multi-view clustering algorithm via
combining deep encoder with Canonical Correlation Analysis
(DCCA). To learn better multi-view representation, Wang et
al. [47] extended DCCA by introducing deep decoder, and pro-
posed deep canonically correlated auto-encoders (DCCAE).
To better exploit the graph structure information from the
multiple views, Li et al. [21] proposed GCN based multi-
view learning approach, namely Co-GCN. However, Co-GCN
is designed for semi-supervised clustering. To tackle this
problem, Fan et al. [41] proposed the one to multi-graph auto-
encoder for graph embedding clustering (O2MAC). Despite
the success of O2MAC, it only encodes single-view node
content information. When handling data with the single-view
graph and node content, the performance is limited.

To further boost the performance of graph-structured data
clustering, we herein study an important yet largely under-
explored problem, i.e., multi-view graph embedding clustering
by incorporating GCN and self-supervision strategy.

III. THE PROPOSED SGCMC

In this section, we first introduce how to effectively construct
a new multi-view descriptor for graph-structured data, then

introduce how the proposed SGCMC achieves nodes clustering
in an end-to-end manner. After that, we will give the imple-
mentation details of SGCMC.

A. View Descriptor Construction

Let
{
X(1), · · · ,X(V )

}
and

{
A(1), · · · ,A(V )

}
be the multi-

view dataset, where X(v) ∈ Rdv×N denotes the node content
matrix of the v-th view (v = 1, · · · , V ) and A(v) ∈ RN×N is
the corresponding graph structure matrix. dv and N denote
the node content dimension and the number of nodes in
the v-th view, respectively. V is the number of views. For
brevity, we take two views as an example. Existing node
clustering methods only have the raw node descriptor X(1).
For multi-view setting, we leverage Euler transform [29] to
extract nonlinear features as a new view descriptior X(2). More
specifically, we map an arbitrary vector xp ∈ Rdv onto the
complex representation zp ∈ Cdv , where

zp =
1√
2

 eiαπxp1

...
eiαπxpdv

 =
1√
2
eiαπxp , (1)

where i is the unit imaginary number, α ∈ R+ is the frequency
value and is adjusted to suppress the values caused by outliers.
xp ∈ X(1) is the raw descriptor of p-th node, zp ∈ Z is the
Euler representation of xp. In this paper, we have X(2) = Z.

B. Subspace Node Clustering Module

Subspace clustering aims to learn a common coefficient
representation matrix that is shared by different views, then we
assign each node into one of K clusters in this new subspace.
With regards to this, SGCMC gets the node clustering results
with two joint modules. One is a subspace clustering module
with a graph attention auto-encoder and the other is a self-
supervised learning module by simultaneously supervising
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the latent representation and coefficient representation. Fig. 1
gives the overall architecture of our proposed SGCMC. In this
paper, assuming that each view has the same graph structure
A, i.e., A = A(1) = A(2). F(v) ∈ Rdl2×N is the corre-
sponding latent representation learned by the graph attention
encoder, where dl2 is the dimension of latent representation.
Â(v) and X̂(v) are the reconstructed graph structure and node
content, respectively.

Specifically, SGCMC progressively maps the raw sample{
X(v),A(v)

}
into the latent representation F(v) via a series of

nonlinear transformations. Here, the transformations are mod-
eled by GATE [17]. In order to relieve the heterogeneous gap
between different F(v) and better align latent representation,
we build a multi-view shared auto-encoder in the proposed
SGCMC. The multi-view shared auto-encoder consists of a
four-layer graph attention auto-encoder, i.e., the two-layer
encoder E [·] and the two-layer decoder D[·]. We also utilize
the inner product decoder to reconstruct graph structure A(v)

of each view. To ease of presentation, the latent representation
of the v-th view can be represented by

F(v) = E
[
(X(v),A(v))|ΘE

]
, (2)

where ΘE denotes the trainable parameters of the multi-view
shared graph attention encoder.

To enforce the representation F(v) more suitable for clus-
tering than the raw data, SGCMC herein employs the good
property of self-expressive learning to obtain a view-consensus
coefficient representation. In more detail, to obtain a good
coefficient matrix shared by different views, we employ the
self-expressive operation on the latent representation F(v) of
the v-th view, which can be defined as

F(v) = F(v)C, s.t. Cpp = 0, p ∈ [1, N ] , (3)

where C ∈ RN×N is the view-consensus coefficient represen-
tation. Also, to prevent the trivial solution C = I, for the p-th
node, we constrain Cpp = 0. Thus, SGCMC minimizes the
following objective function LSub:

LSub = min
C

λ1

V∑
v=1

∥∥∥F(v)C− F(v)
∥∥∥2

F
+ µ ‖C‖p

s.t. Cpp = 0, p ∈ [1, N ] ,

(4)

where λ1 and µ are the two trade-off parameters. Here, ‖C‖p
denotes the penalty term, e.g., the sparsity penalty term ‖C‖1,
the nuclear norm penalty term‖C‖∗, and the F -norm ‖C‖F . In
this paper, we set this penalty to ‖C‖1. To make sure that the
SGCMC can learn a consistent subspace C among different
views, we herein employ a consistent representation constraint
LCon to capture the geometric relationship similarity embedded
in different views. Thus, we have

LCon = min
F(v)

V∑
v 6=m

∥∥∥F(v) − F(m)
∥∥∥2

F
. (5)

When we obtain the coefficient representation C, the
induced affinity matrix ∆ can by calculated by ∆ =
1
2

(
|C|+

∣∣CT
∣∣). Finally, we can obtain the node clustering

results, i.e., the pseudo clustering label L̂ by applying a

spectral clustering algorithm on the affinity matrix ∆. In this
paper, we employ normalized cut (NCut) [49] algorithm to get
the nodes clustering labels.

Meanwhile, to make sure that the latent representations
F(v) preserve sufficient node content information and graph
structure information, the new representation F(v)C of v-th
view is subsequently fed into both the graph attention decoder
(to reconstruct the original node content X(v)) and inner
product decoder (to reconstruct the original graph structure
A(v)). Hence, the graph attention decoder has a symmetrical
structure to the encoder. To be exact, we train the graph
auto-encoder with an attention mechanism by optimizing the
node content reconstruction loss LAR and graph structure
reconstruction loss LGR. The definitions of these two objective
functions are as follows:

LAR = min
ΘE ,ΘD

V∑
v=1

∥∥∥X̂(v) −X(v)
∥∥∥2

F
, (6)

LGR = min
ΘE

λ2

V∑
v=1

E[log(Φ(F(v)F(v)T
))]

= min
ΘE

λ2

V∑
v=1

E[log(Â(v))],

(7)

where λ2 is a trade-off parameter, ΘD is the trainable param-
eters of the multi-view shared graph attention decoder. Φ(·) is
the Sigmoid activation function.

C. Self-supervised Learning Module

To supervise the learning of the latent representation F(v),
we introduce the following cross-entropy based objective
function:

LCE = min
F(v),Θ

(v)
H

V∑
v=1

cross entropy
(
L̂, Ŷ(v)

)
, (8)

where Ŷ(v) ∈ RK×N is the predicted label matrix obtained by
F(v), i.e., Ŷ(v) = H[F(v)|Θ(v)

H ]. In this paper, we introduce
a three-layer fully connected network (FCN), i.e., a classifier
H[·], to supervise the learning of representation F(v), where
Θ

(v)
H is the trainable parameters of classifier. L̂ ∈ RK×N is

the one-hot format of the pseudo clustering label obtained by
spectral clustering. Clearly, our objective function is proposed
to achieve self-supervision for representation learning by mini-
mizing the discrepancy between the pseudo label matrix L̂ and
the predicted label matrix Ŷ(v). Noticed that, when optimizing
model (8), L̂ is fixed.

To take advantage of the information in the clustering label
matrix, motivated by [50], we minimize the mismatch between
the coefficients matrix C and the clustering label matrix L̂.
Specifically, we supervise the learning of coefficient C by

LSelf = min
C

N∑
p,q=1

|Cpq|

∥∥∥̂lp − l̂q

∥∥∥2

2

2
, (9)

where l̂p, l̂q ∈ L̂ ∈ RK×N . By optimizing model (9), SGCMC
help to enforce the self-expression coefficient matrix C to be
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such that an entry Cpq is nonzero only if the p-th node and
q-th node have the same clustering labels. Hence, the previous
clustering results can provide the self-supervision information
for fine-tuning the coefficient matrix C, which is helpful for
node subspace clustering.

D. Implementation Details

Consequently, we joint subspace node clustering and self-
supervised learning in an end-to-end trainable framework. The
objective function of the proposed SGCMC is induced as

L = min
ΘE ,ΘD

C,F(v),Θ
(v)
H

LGAE + LSub + λ3LSS + LCon, (10)

where LGAE = 1
N (LAR + LGR), LSS = LCE + LSelf.

We optimize L via Adam algorithm [51] with gradient
clipping. The dimensions of graph attention auto-encoder are
dv → dl1 → dl2 → dl1 → dv , where dv is the dimension
of raw node content space in v-th view. The dimensions of
self-supervised model are dl2 → 1, 024 → K. We utilize the
Relu activation function for all layers except the output layer
of the self-supervised network, Softmax activation function is
employed for the output layer of the self-supervised network.
The learning rate of SGCMC is set to 3.0 × 10−5. Due to
the clustering labels provided by spectral clustering are up
to an unknown permutation, thus resulting in the class labels
from two successive epochs might not be consistent. We herein
adopt the Hungarian algorithm [52] to find an optimal align
between the pseudo labels of previous iterations before feeding
them into the self-supervision learning model. Fixing Ŷ, we
update other parameters in SGCMC for T0 epoches, and then
update Ŷ once for obtaining stable results.

Finally, the optimization procedure of SGCMC is summa-
rized in Algorithm 1.

IV. EXPERIMENTS

In this section, we report the performance of our proposed
SGCMC for node clustering and compare it with several state-
of-the-art methods. For comprehensive studies, we adopt three
metrics to evaluate the clustering quality.

A. Datasets and Experimental Settings

For the proposed SGCMC, we implement it in TensorFlow
1.13.1 platform based on Python 3.6 1. All the experiments are
conducted on a machine with a Intel (R) Core (TM) i7-9700K
CPU and dual NVIDIA GeForce RTX 2080-Ti GPUs.

1) Datasets: We leverage different clustering tasks to eval-
uate the performance of our proposed SGCMC. These different
tasks involve the following four datasets:
• Cora dataset [53] includes 2,708 documents from 7

classes. The graph has 5,429 edges. The node content of
1-st view is a 1,433-dimension (D) binary matrix, which
indicates the presence of the corresponding word.

• Citeseer dataset [54] includes 6 categories with 3,312
publications. The node content of 1-st view is described
by a 3,703-D binary matrix. The graph has 4,732 edges.

1Our codes are available at: https://github.com/xdweixia/SGCMC

Algorithm 1: Procedure for training SGCMC

Input: Node content: {X(v)}Vv=1 ∈ Rdv×N , graph
structure: A ∈ RN×N , cluster number K,
hyper-parameters λ1, λ2, λ3, dl1, dl2, learning
rate and maximum number of iterations Tmax.

Output: Clustering label L̂.
1 Initialize graph attention auto-encoder, self-expressive

coefficient matrix C and self-supervised module;
// Obtain multi-view representation

2 Get the representation F(v) by Eq. (2);
// Obtain clustering label

3 Run spectral clustering on ∆ = 1
2

(
|C|+

∣∣CT
∣∣) to get

clustering label L̂;
// Obtain the output of FCN

4 Get Ŷ(v) by Ŷ(v) = H[F(v)|Θ(v)
H ];

5 for T = 1 : Tmax do
6 for T1 = 1 : T0 do

// Update auto-encoder and FCN

7 Fix clustering label L̂, and update other
parameters of SGCMC by Eq. (10);

8 end
// Obtain coefficient matrix

9 Get the coefficient matrix C;
// Update clustering label

10 Run spectral clustering on ∆ = 1
2

(
|C|+

∣∣CT
∣∣) to

update clustering label L̂;
11 end
12 return: Clustering results L̂.

• Wiki dataset [37] contains 2,405 documents with 17
classes. The graph has 17,981 edges. The node content
of 1-st view is the 4,973-D Term Frequency Inverse
Document Frequency (TFIDF) matrix.

• Heterogeneity Human Activity Recognition (HHAR)
dataset [55] consists of sensor records of 6 categories
human activities, 10,299 nodes in total, where the node
content of 1-st view is described by a 561-D feature ma-
trix. The undirected nearest neighbor graph is constructed
with top-5 neighbors for HHAR dataset.

For all datasets, the node content of the 2-nd view is the
Euler representation of raw node content. In Eq. (1), α is set
to 1.1 for all datasets.

2) Baseline Methods: According to the input of different
approaches, we compare the proposed SGCMC with the
following 13 methods:
• Method using X(1) only: K-Means.
• Methods using A only: spectral clustering (SC) and

DNGR [34].
• Methods using both X(1) and A: variational GAE

(VGAE) [13], GATE [17], ARGAE [14], DAEGC [16],
marginalized graph auto-encoder (MGAE) [10], ARV-
GAE with attribute reconstruction (ARVGA-AX) [56].

• Methods using both X1 and X2: DCCA [46], DC-
CAE [47].

• Method using X1, X2 and A: Co-GCN [21].
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TABLE I
NODE CLUSTERING PERFORMANCE COMPARISONS WITH 13 CLUSTERING METHODS ON CORA, CITESEER, WIKI AND HHAR DATABASES. BEST

RESULTS ARE HIGHLIGHTED WITH BOLD NUMBERS.

Database Cora Citeseer Wiki HHAR
Metric ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI

K-Means 0.500 0.317 0.239 0.544 0.312 0.285 0.417 0.440 0.151 0.599 0.589 0.461
SC 0.398 0.297 0.174 0.308 0.090 0.082 0.220 0.182 0.015 0.345 0.582 0.324

DNGR 0.419 0.318 0.142 0.326 0.180 0.043 0.376 0.359 0.180 0.516 0.470 0.307
VGAE 0.530 0.397 0.293 0.380 0.174 0.141 0.451 0.468 0.263 0.713 0.630 0.515
GATE 0.658 0.527 0.451 0.616 0.401 0.381 0.482 0.343 0.188 0.728 0.728 0.625
MGAE 0.684 0.511 0.448 0.661 0.412 0.414 0.515 0.485 0.349 0.742 0.745 0.647
ARGAE 0.640 0.449 0.352 0.573 0350 0.341 0.381 0.345 0.112 0.736 0.729 0.636

ARVGAE 0.638 0.450 0.374 0.544 0.261 0.245 0.387 0.339 0.107 0.722 0.715 0.615
DAEGC 0.704 0.528 0.496 0.672 0.397 0.410 0.521 0.432 0.337 0.765 0.691 0.604

ARGAE-AX 0.711 0.526 0.495 0.581 0.338 0.301 0.420 0.389 0.213 0.749 0.743 0.658
DCCA-best 0.621 0.439 0.356 0.523 0.291 0.247 0.367 0.328 0.125 0.684 0.721 0.618

DCCAE-best 0.616 0.414 0.326 0.546 0.321 0.254 0.385 0.336 0.133 0.713 0.742 0.634
CO-GCN-best 0.735 0.567 0.512 0.655 0.432 0.423 0.515 0.450 0.330 0.813 0.778 0.699

SGCMC-Gabor 0.694 0.498 0.423 0.636 0.399 0.370 0.487 0.409 0.297 0.754 0.698 0.598
SGCMC-FFT 0.658 0.502 0.382 0.612 0.336 0.366 0.478 0.436 0.275 0.794 0.746 0.667

SGCMC-Cartesian 0.733 0.563 0.495 0.692 0.416 0.398 0.555 0.454 0.353 0.848 0.769 0.709
SGCMC-Eular 0.761 0.609 0.542 0.715 0.456 0.473 0.576 0.471 0.366 0.860 0.783 0.728

3) Evaluation Criteria: Following [10], three popular met-
rics are used to evaluate the node clustering performance, i.e.,
accuracy (ACC), normalized mutual information (NMI) and
adjusted rand index (ARI). For all three metrics, a higher value
indicates better performance.

4) Parameter Setting: In the model (10), hyper-parameter
λ1 reflects the importance of the self-expression learning
term, parameter λ3 is used to balance the proportion of self-
supervision. In the following experiments, we tune d1 and d2

in range of [128, 256, 512, 1,024, 2,048]. We tune λ1 in the
range of [10−3, 10−2, 0.5, 1, 10, 102]. We tune λ3 in the range
of [0, 10−3, 10−2, 0.1, 1, 10, 102, 102] to get the best results.
Specifically, d1 and d2 are set to 512, λ1 is set to 100, and
λ3 is set to 10 on the Cora and HHAR datasets. d1 is set to
1,024, d2 is set to 512, λ1 is set to 100, and λ3 is set to 10
on the Citeseer dataset. d1 is set to 512, d2 is set to 1,024, λ1

is set to 10, and λ3 is set to 10 on the Wiki dataset. For all
the compared methods, we follow the experiments settings in
the corresponding papers.

B. Comparisons with State-of-the-art Methods

To well estimate the clustering performance of our proposed
SGCMC on node clustering task, we list the experimental
results of SGCMC with three metrics in the aforementioned
four datasets. Each experiment is run ten times, and we report
the mean metric values in Table I. From these results, we have
the following interesting observations:

1) GCN based node clustering methods (GATE, MGAE,
ARGAE, ARVGAE, ARGAE-AX, DAEGC, CO-GCN
and SGCMC) are remarkably superior to other classical
clustering methods. Even some single-view clustering
methods based on GCN, e.g., MGAE and ARVGAE,
have better performance than those multi-view clustering
methods, e.g., DCCA and DCCAE. The reason may be
that GCN based node clustering methods take advantage

of the property of graph convolution network to process
graph structure data. In contrast, GCN based methods
can learn better node representation for clustering.

2) Our proposed SGCMC consistently obtains remarkable
performances on Cora and Citeseer datasets, which
shows its superiority in node clustering task. For ex-
ample, on the Cora dataset, our method indicates a
significant increase of 5.0%, 8.3%, and 4.7% w.r.t. ACC,
NMI, and ARI compared to ARGAE-AX. The reason
may be that our proposed SGCMC explicitly exploits
the complementary information embedded in multi-view
data, while single-view methods do not. Moreover, our
method integrates coefficient matrix learning and node
clustering into a unified framework, in which we ex-
plicitly consider the contribution of the clustering label
by self-supervising coefficient matrix learning and latent
representation learning. Thus, the learned coefficient
matrix well characterizes the cluster structure.

3) Single-view GCN-based clustering methods are overall
inferior to multi-view GCN-based clustering methods
(CO-GCN and SGCMC). The reason may be that multi-
view methods may leverage the complementary infor-
mation embedded in multi-view data, while single-view
methods do not.

4) For large-scale HHAR dataset, our method is still supe-
rior to state-of-the-art methods, which indicates that our
method can effectively handle large-scale data.

5) The effect of different view descriptors: Take two
views as an example to verify the effectiveness of
different view descriptors, where the first view X(1) is
raw node content. We choose the second view descriptor
X(2) form different descriptors of the raw node content,
including traditional multi-view descriptor, e.g., Gabor,
and some data conversion approaches, e.g., Fast Fourier
Transform (FFT), Cartesian product, and Euler transfor-
mation. We can observe that SGCMC achieves the best
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(a) ACC (b) NMI (c) ARI

Fig. 2. Parameter sensitivity of the trade-off parameters λ1 and λ3 on Wiki dataset.

0 1 2 8 2 5 6 3 8 4 5 1 2 6 4 0 7 6 8 8 9 6 1 0 2
4
1 1 5

2
1 2 8

0
1 4 0

8
1 5 3

6
1 6 6

4
1 7 9

2
1 9 2

0
2 0 4

8
0 . 3 0
0 . 3 5
0 . 4 0
0 . 4 5
0 . 5 0
0 . 5 5
0 . 6 0
0 . 6 5
0 . 7 0
0 . 7 5
0 . 8 0

AC
C

d 2

 d 1  =  1 2 8
 d 1  =  2 5 6
 d 1  =  5 1 2
 d 1  =  1 0 2 4
 d 1  =  2 0 4 8

(a) ACC

0 1 2 8 2 5 6 3 8 4 5 1 2 6 4 0 7 6 8 8 9 6 1 0 2
4
1 1 5

2
1 2 8

0
1 4 0

8
1 5 3

6
1 6 6

4
1 7 9

2
1 9 2

0
2 0 4

8
0 . 2 0
0 . 2 5
0 . 3 0
0 . 3 5
0 . 4 0
0 . 4 5
0 . 5 0
0 . 5 5
0 . 6 0
0 . 6 5
0 . 7 0

NM
I

d 2

 d 1  =  1 2 8
 d 1  =  2 5 6
 d 1  =  5 1 2
 d 1  =  1 0 2 4
 d 1  =  2 0 4 8

(b) NMI

0 1 2 8 2 5 6 3 8 4 5 1 2 6 4 0 7 6 8 8 9 6 1 0 2
4
1 1 5

2
1 2 8

0
1 4 0

8
1 5 3

6
1 6 6

4
1 7 9

2
1 9 2

0
2 0 4

8
0 . 0 0
0 . 0 5
0 . 1 0
0 . 1 5
0 . 2 0
0 . 2 5
0 . 3 0
0 . 3 5
0 . 4 0
0 . 4 5
0 . 5 0
0 . 5 5
0 . 6 0

AR
I

d 2

 d 1  =  1 2 8
 d 1  =  2 5 6
 d 1  =  5 1 2
 d 1  =  1 0 2 4
 d 1  =  2 0 4 8

(c) ARI

Fig. 3. Parameter sensitivity of d1 and d2 on Wiki dataset.

clustering performance with the raw node content and
Euler transformation descriptor. This is because, com-
pared with Euler transformation, other traditional multi-
view descriptors are more suitable for characterizing
Euclidean data, e.g., face, handwritten digit, object, and
scene. However, we handle the graph-structured data and
that instead lies in an irregular domain. We map the raw
node content into the complex space by Euler transform
which not only suppresses outliers but also reveals non-
linear patterns embedded in data.

C. Sensitivity Analysis of Different Parameters
In the following experiments, we investigate the sensitivity

of user-specified parameters, including the number of clusters,
the trade-off parameters λ1 and λ3, the dimensions d1 and d2

of graph attention auto-encoder.
1) The effect of the trade-off parameters: We further make

the experimental verification about the impact of the trade-off
parameters λ1 and λ3 on Wiki dataset. The node clustering
performances (ACC, NMI, and ARI) are shown in Fig. 2. It can
be seen that, when the values of λ1 and λ3 are respectively 10
and 10, the optimal clustering performance is obtained. When
λ3 = 0, SGCMC is inferior to the best results with λ3 = 10
on Wiki dataset, but its performance is still good. When
λ3 > 0, the clustering performance of our method remarkably
increases. It indicates that λ3 is important for improving
clustering results, i.e., the self-supervision via employing clus-
tering label information is significant for clustering. Overall

speaking, SGCMC obtains acceptable performances with most
parameter combinations and is relatively robust for parameters
λ1 and λ3.

2) The effect of the dimension of different layers: SGCMC
has a symmetrical four-layer graph attention auto-encoder, d1

and d2 are the corresponding dimensions of the auto-encoder.
We let d1 and d2 vary from [128, 256, 512, 1,024, 2,048] for
Wiki dataset. Fig. 3 shows the variation of clustering ACC,
NMI, and ARI with different d1 and d2. As reported in Fig. 3
(a), (b), and (c), we can observe that our SGCMC gets a
reasonable fluctuation when the dimensions of different layers
range on a large scale. Therefore, SGCMC can keep stable
when d1 and d2 vary within a reasonable range.

3) The effect of the number of clusters: The number of
clusters K is crucial for clustering, we analyze the stabilities
of SGCMC on the Wiki dataset by varying K. Intuitively,
as shown in Fig. 5, we vary K value in range of [5, 8,
10, 13, 16, 17, 20, 22, 25, 30]. One can observe that, as
the number of clusters increases, i.e., K > 17, the results
of SGCMC generally decreases. This is because when the
number of clusters increases, more uncertainty is triggered.
Nevertheless, compared with most methods in Table I, the
superiority of SGCMC still holds. This shows that SGCMC
has adequate ability to tackle various clusters.

D. Ablation Study
We compare different strategies for training our SGCMC.

For training a multi-view multi-layer graph attention auto-
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TABLE II
NODE CLUSTERING PERFORMANCE COMPARISONS WITH DIFFERENT STRATEGIES ON THREE DATASETS BASED ON THREE METRICS.

Method Cora Citeseer Wiki
LGAE LSub LCon LSS ACC NMI ARI ACC NMI ARI ACC NMI ARI

3 7 7 7 0.648 0.449 0.396 0.651 0.402 0.417 0.471 0.320 0.177
3 3 7 7 0.716 0.523 0.489 0.678 0.415 0.428 0.496 0.351 0.286
3 3 3 7 0.723 0.578 0.512 0.697 0.442 0.451 0.526 0.433 0.321
3 3 3 3 0.761 0.609 0.542 0.715 0.456 0.473 0.576 0.471 0.366

(a) 5 iteration (ACC = 0.534) (b) 30 iteration (ACC = 0.642) (c) 50 iteration (ACC = 0.716) (d) 80 iteration (ACC = 0.759)

Fig. 4. The t-SNE visualizations on the Cora dataset with increasing training iteration.

Fig. 5. Performances vs. different cluster numbers on the Wiki dataset.

encoder, we analyze the following four cases:
1) Multi-view graph convolutional auto-encoder with re-

construction loss LGAE.
2) Case 1 with self-expression learning LSub.
3) Case 2 with consistent representation constraint LCon.
4) Training of multi-view GCN-based subspace clustering

and self-supervised learning.
Table II reports the results of different strategies for training

SGCMC. It clearly demonstrates that each kind of strategy of
SGCMC can improve the clustering performances effectively,
especially after adding self-supervised learning in the multi-
view GCN-based subspace clustering network. Fig. 6 demon-
strates the significance of self-supervised learning strategy by
comparing the visualization of the confusion matrix.

E. Visualization Verification

1) Visualizations on real dataset: By simultaneously ex-
ploiting the multi-view node contents and taking advantage of

(a) Without self-supervision (b) With self-supervision

Fig. 6. Confusion matrix on the Cora dataset.

the clustering labels, SGCMC ought to learn a discriminative
view-consensus coefficient matrix C and desirable clustering
label at the same time. To illustrate how SGCMC achieves
the goal, as shown in Fig. 4, we implement t-SNE [57] on the
learned C at four different training iterations on Cora dataset,
where different colors indicated different clustering labels
predicted by SGCMC. As observed, the cluster assignments
become more reasonable, and different clusters scatter and
gather more distinctly. These results indicate that the learned
view-consensus coefficient matrix become more compact and
discriminative with the increase of the iteration.

2) Visualizations on synthetic data: We also conduct vi-
sualization experiments on two-moon toy dataset1 to validate
the performance of the proposed SGCMC. To be specific, in
our experiment, the used two-moon dataset has 1,000 nodes,
and each class has 500 nodes. The scale of raw node content
belongs to R1000×2. Two view descriptors are raw node con-
tent and Euler representation of node content, respectively. We
utilize the heat kernel approach to construct the corresponding
graph structure. Fig. 7 shows the t-SNE visualization results.
From these results, we can clearly observe that our method
could separate the data into two clusters with higher accuracy.

Authorized licensed use limited to: XIDIAN UNIVERSITY. Downloaded on March 12,2022 at 08:38:05 UTC from IEEE Xplore.  Restrictions apply. 



1520-9210 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMM.2021.3094296, IEEE
Transactions on Multimedia

IEEE TRANSACTIONS ON MULTIMEDIA 9

(a) The raw node content (b) The graph structure (c) K-Means (ACC = 0.740)

(d) SC (ACC = 0.766) (e) SGCMC (ACC = 0.888)

Fig. 7. The t-SNE visualizations on the two-moon toy dataset. In (a, c), the feature for t-SNE is the raw node content. In (b, d), the feature for t-SNE is the
raw graph structure. In (e), the feature for t-SNE is the view-consensus coefficient matrix computed from SGCMC. In (a-b, d), the colors indicate the ground
truth. In (c-d), the colors indicate the cluster assignment obtained from K-Means and SC, respectively.

(a) L and LSub. (b) LGAE

(c) LCE and LCon. (d) Clustering results

Fig. 8. The objective values and clustering performances of our proposed
SGCMC with iterations on HHAR dataset.

This is because the proposed SGCMC simultaneously exploit
the multi-view node content and their corresponding graph
structure. As shown in Fig. 7 (e), although two clusters
obtained by our proposed SGCMC scatter and gather more
distinctly, there are still some nodes that are grouped incor-
rectly. The reason is that the dimension of raw node content
of two-moon toy dataset is too small. It is challenging to learn

a more suitable view-consensus coefficient matrix from a low-
dimension node representation, and we will study this issue in
the future.

F. Convergence Analysis

Taking HHAR dataset as an example, we investigate the
convergence of our proposed SGCMC. We record the objective
values and clustering results of our proposed SGCMC with
iteration and plot them in Fig. 8. As shown in Fig. 8 (a-c), the
objective values decrease a lot in the first 15 iterations, then
continuously decrease until convergence. As for the clustering
performances, as shown in Fig. 8 (d), the ACC of our proposed
SGCMC continuously increases to a maximum in the first 15
iterations, and generally maintain stable to slight variation.
The curves in terms of NMI and ARI metrics have a similar
trend. These observations clearly indicate that our proposed
SGCMC usually converges quickly.

V. CONCLUSION

In this paper, we study the multi-view GCN based cluster-
ing, and propose a novel multi-view self-supervised graph con-
volutional subspace clustering network (SGCMC). SGCMC
maps the original node content to an explicit Euler feature
space and does not increase the dimensionality of features.
To make full use of the inaccurate clustering label, SGCMC
utilizes the clustering label to guide the learning of node
representation and coefficient matrix learning, where the latter
is used in turn to conduct the subsequent clustering. By this
way, clustering and representation learning are seamlessly con-
nected, with the aim to achieve better clustering performance.
Extensive experimental results also show the effectiveness of
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such strategy. In the future, we are interested in exploring
the multi-view GCN-based clustering with contrastive learn-
ing [58]–[60], which is helpful for learning more robust and
effective graph embedding representation.
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